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A Critical Appraisal of Studies Analyzing Co-movement of

International Stock Markets

Jan F. Kiviet and Zhenxi Chen*

Literature is reviewed on the analysis of co-movement between the price
indices of stocks or their realized returns at various markets. Four major
categories of frequently recurring methodological shortcomings are registered.
These are: (i) omitted regressor problems, (ii) neglecting to verify agreement
of estimation outcomes with adopted model assumptions, (iii) employing par-
ticular statistical tests in inappropriate situations and, occasionally, (iv) lack
of identification. The devastating effects of the detected methodological de-
fects are explained in mildly technical appendices and are also illustrated by
simulations and empirical examples.
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1. INTRODUCTION

The last decades witnessed impressive economic globalization and fi-
nancial integration. Interactions among the financial markets, such as
co-movement, became obvious phenomena. As a consequence, many re-
searchers examined the developments in stock markets for various countries
and their interlinkages with markets in their neighboring countries as well
as with the major international financial centres. In these studies widely
divergent research methods have been used to analyze and characterize
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these relationships and, not-surprisingly, often have arrived at conflicting
conclusions. In this paper we will not focus in the first place on the different
empirical findings reported by all these earlier studies, but on the various
methodologies that they have used. After all, only inferences obtained from
sound research methods should deserve serious further attention.

In the vast literature on the analysis of relationships between financial
markets many studies focus on bivariate relationships, just involving two
markets; others include more than two in a multivariate approach. Irre-
spective of the number of markets taken into consideration, the literature
can be divided roughly into three different approaches regarding the chosen
market characteristic of major interest. This is either: (i) the price index
pit of stock market i at time period t or its natural logarithm log(pit); or (ii)
the conditional expectation E(rit | It), where rit = log(pit) − log(pi,t−1)
is return and It represents an information set usually containing many
(mostly lagged stock market) variables; or (iii) an aspect of the distribu-
tion of return other than its conditional mean, such as for instance the
conditional centered second moment V ar(rit | It), or possibly particular
quantiles of the density of rit. An additional issue is usually whether the
stock market prices should be taken in terms of local currency or be ex-
pressed in, for instance, US dollars. Many studies explore both variants
and often find little difference between these two options.

For a recent historical survey on approaches to model individual stock re-
turns see Koundouri et al. (2016). Studies that aim to explain movements
in the actual price variables of different markets often employ cointegra-
tion analysis after nonstationarity of the stock indices has been assessed.
Studies that chose to focus on modeling return (sometimes because no coin-
tegration between indices could be established) usually specify some type
of model for its conditional expectation and variance in terms of a dynamic
relationship involving the returns at various markets. Studies under (ii)
often use a vector autoregressive (VAR) model and assume conditional ho-
moskedasticity, whereas the studies under (iii) tend to use a very simple
model for the conditional expectation and then employ many parameters
for modeling the conditional heteroskedasticity. The latter approach may
be induced by strong belief in the efficient market hypothesis, which sug-
gests that the conditional expectation of return is constant. However, the
approach under (ii) as a rule provides empirical evidence of its significant
nonconstancy.

The majority of studies analyze daily closing values of the stock market
indices. A common problem is that different markets are located in different
time zones. Often the index of the preceding day is taken for the New York
stock index when modeling its effects on Asian markets. However, as we
shall clarify below, this can have a peculiar effect on Granger-causality
tests. Weekend days are excluded from the data set and usually the index
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of the preceding day is used for the missing data on bank holidays, which
are not always the same in all countries. Fewer studies on stock market
interlinkage analyze weekly or monthly data.

From this literature a seriously disturbing observation has to be made
regarding the progression of science. A major characteristic of this lit-
erature is that its contributors usually generously cite empirical findings
obtained in earlier studies, irrespective of whether these have been ob-
tained by a conflicting model specification or methodology. However, any
discussion is then usually just about differences in the outcomes, instead
of focussing on evaluating the pro’s and con’s of the chosen model speci-
fications and the employed statistical techniques. In the review below, we
will primarily highlight — and criticize where we think this is justified —
the chosen methodology of a great (but by far not exhaustive) number of
studies published in peer reviewed journals over the last two decades. In
our opinion, the resulting empirical findings merit serious substantive con-
sideration only, if the underlying methodology has no obvious flaws. Few
studies seem to belong to the latter category.

In Section 2 we review many earlier studies on linkages between emerg-
ing and more developed stock markets, grouped in a series of subsections
according to the three approaches distinguished above, and comment on
their chosen methodology. There we note four major categories of problems
which undermine many published empirical findings. All of them as a rule
lead to seriously affected inferences, such as biased estimates of reaction
coefficients and glaring misrepresentation of the actual significance level
of test outcomes and of their reported p-values. These four categories of
methodological errors are: (a) omitted regressor problems or not control-
ling adequately for relevant covariates; (b) neglecting to verify harmony
of obtained estimation outcomes and the adopted model assumptions on
which inference has been built; (c) employing particular statistical test
procedures in inappropriate situations because the maintained hypotheses
(a notion to be clarified below) do not hold; and, occasionally, (d) iden-
tification problems which preclude any useful statistical analysis. Further
explanations of these rather technical issues and some relevant derivations
are presented in their most simple formal format in a series of appendices.
In Section 3 we provide some illustrations, both empirical and synthetic
(by simulation), to highlight the devastating consequences of committing
any of the four mentioned categories of methodological sins. Finally, some
conclusions are drawn in Section 4.

2. REVIEW OF EARLIER RESULTS

Here we discuss a great number of published studies with relevance for
the relationships between stock market indices or returns. We will catego-
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rize all these studies with respect to their bivariate or multivariate nature,
and regarding the methodology used for analyzing the chosen characteri-
zation of the dependent variable. In particular we will verify how careful
all these studies are regarding four rather fundamental aspects for any em-
pirical statistical analysis. These four (not fully disjunct) aspects are: (a)
has it formally been examined –especially in case of a bivariate analysis–
whether the adopted approach may suffer from omitted variables bias, be-
cause an appropriate specification may require a more extended multivari-
ate approach, see also Appendix A.1; (b) does the study use diagnostics in
order to verify whether or not the statistical assumptions made are actu-
ally supported by the empirical findings, see also Appendix A.2; (c) are the
statistical tests used suitable for the particular situation in which they are
applied (see Appendix A.3 for an example of an often misused test), and
(d) are the estimated parameters formally identified (see Appendix A.4).

We group the cited articles in separate subsections which collect studies
that focus on the level of indices, on modeling the expectation of return,
and on other aspects of the distribution of return respectively. In each sub-
section these reviews are presented in chronological order of the examined
publications.

2.1. Studies with focus on the level of stock indices

Chung and Liu (1994) analyze weekly stock market data expressed in
local currencies from early 1985 until May 1992 for the US, Japan, Tai-
wan, Hong Kong, Singapore and South Korea. Nowhere in their analysis
the Black Monday stock market crash of 1987 plays a role. They do not
allow for any (possibly temporary) structural changes in any of their mod-
els. They find all series to be nonstationary (after taking their natural
logarithm). Next they apply the Johansen methodology to establish the
number of stochastic trends and cointegration relationships. The numbers
they find prove to be highly dependent on the chosen lag length in the
VEC (vector error-correction) model. Their maximum likelihood based
inferences require normality of the disturbances. However, normality is
rejected for all individual countries. Though, by using alternative mul-
tivariate normality tests (which involve a much larger number of degrees
of freedom) the meshes of the net are stretched so far that establishing
misspecification escapes. Using high degree of freedom Ljung-Box tests
the authors declare all their estimated equations “free of serial correlation
problems”, which disregards the poor power of such tests. Next a criterion
based on the average absolute forecast errors over the last year (taken out
of the estimation sample) is employed to select the model which uses 12
lags, instead of 24 or 36. Finally, this model (which imposes without testing
constant coefficients and constant error variances over the whole sample)
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is further used to characterize and to test various hypotheses on the long
and short run dynamics of the six analyzed stock market indices.

Arshanapalli et al. (1995) use more classic (Engle-Granger) cointegration
and error-correction analysis to examine the stock market linkages between
East-Asian markets (excluding China) and the US. Based on daily data
ranging from January 1986 to May 1992, and analyzing separately the data
pre and post October 1987, they conclude that the cointegrating structure
of these markets and their dependence on the US increased after October
1987. However, their multivariate error-correction regressions actually re-
sult from reformulated and restricted VAR models with maximum lag order
4 for the 7 considered stock market indices, in which one linear cointegra-
tion relationship has directly been imposed. This cointegration relation-
ship has been obtained from a static constant parameter regression between
all indices, in full trust that its putative super-consistency will repel any
bias due to neglected simultaneity and omitted short-run dynamic adjust-
ments. This imposition undermines the interpretability of the presented
inflated t-statistics. Apparently not noticing that no alternatives were al-
lowed in their analysis, the authors nevertheless infer that “the six major
Asian stock exchanges are linked together with a long-run equilibrium re-
lationship”. First, however, by diagnostic testing (see Appendix A.2) the
adequacy of the dynamic specification of the error-correction regressions
should have been verified, especially by tests for omitted regressors (see
Appendix A.1). Also LM (Lagrange multiplier) tests for (higher-order) se-
rial correlation should have been used, and not just the DW statistic, which
requires all regressors to be strictly exogenous and hence is inappropriate
in error-correction models. Presentation of results for the static long-run
regressions over shorter subperiods might have given genuine support to
the claimed existence of different though constant parameter long-run re-
lationships before and after October 1987.

Ghosh et al. (1999) present a classic (Engle-Granger) cointegration anal-
ysis too. They restrict themselves to separate bivariate models for nine
South-East Asian developing stock market indices. In all these bivariate
models the other variable is the developed stock market of either the US or
Japan. They use 141 daily data for estimation and 60 for out of sample pre-
diction. Estimation is just based on the end of March until end of October
1997 period. None of the model formulations used does in any way explic-
itly examine whether the parametrization should pay respect in this way
or another to the fact that in July 1997 the Asia financial crisis broke out
in Thailand. Hence, all models impose many untested restrictions. More-
over, in the methodology practiced in this paper rejection of stationarity of
the errors of a static bivariate cointegration relationship is automatically
interpreted as absence of cointegration, whereas it is quite possible that
cointegration would be established after including other more or less devel-
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oped markets as well. The obtained error correction model estimates are all
interpreted as if they represent the true data generating process, although
no diagnostic test outcomes that would support this have been presented.
The authors even claim that their findings imply the existence of causality;
apparently they wrongly take this to be equivalent to correlation. Finally,
they show that out of sample predictions by their models are superior to
naive (no change) forecasts, which does not surprise. They would better
have compared their predictions with the actually observed realizations in
such a way, that by a Chow-type predictive failure test a genuine diagnostic
on the quality of their findings had been obtained.

Huang et al. (2000) use daily price data from 1992 to 1997 for the
US and various Asian stock markets. Allowing for structural breaks, they
reject (except for Shanghai and Shenzhen) bivariate cointegration between
the data for log of price. Next they examine Granger causality by bivariate
dynamic regressions in the return data (though, surprisingly, not allowing
for any structural breaks here). From bivariate VAR(k) models, where
the Schwartz criterion is used to select lag order k = 1, they claim to
find unidirectional Granger causality from the US to Hong Kong and no
Granger causality in either direction between Hong Kong and Shanghai,
nor between the US and Shanghai. The limitations of bivariate Granger
tests, where in case of omitted regressors the included regressors serve as
proxies for the omitted regressors leading to estimation bias (see Appendix
A.1), are not mentioned. Nor has any evidence been presented on the
statistical adequacy of the dynamic regressions in the form of diagnostics on
serial correlation, heteroskedasticity, structural breaks or omitted (lagged)
regressors.

Cheng and Glascock (2005) analyze weekly stock market price indices
denominated in US dollars for China, Hong Kong, Taiwan, Japan and the
US, covering January 1993 to August 2004. First, they demonstrate for the
three markets from the Greater China Economic Area (GCEA) that each
is not weakly efficient, because predictions by simple random walk mod-
els are dominated by those obtained from univariate models using more
information from the past. Next, various single equation Johansen-type
cointegration tests follow, but excluding the case where both Japan and
US could appear with all the GCEA states in one cointegration relation-
ship. Cointegration is not found, neither when tests are conducted over
two (not specified) consecutive subperiods. Of course, it would have made
sense here to split the two subperiods such that they deliberately exclude
the weeks strongly associated with the Asian financial crisis of 1997/1998
in order to avoid contagion effects. Next, models are estimated by linear
least-squares which are simple transformations of first-order bivariate au-
toregressive distributed lag equations. Overlooking the dangers of omitted
relevant other markets or of longer lags, and not realizing that validity
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of the earlier inferences would imply nonstationarity of the error terms,
no single diagnostic is presented. Nevertheless, from standard t-tests far
fetched conclusions are being drawn regarding existing nonlinear pairwise
relationships. Finally, an innovation accounting analysis follows, now based
on estimating a multivariate VAR in the returns. It has not been reported
how lag lengths were assessed, nor whether diagnostics produced any evi-
dence supporting the chosen specification.

Yang et al. (2006) study the interdependence among the stock markets
of US, Germany and four major Eastern European emerging countries.
Based on daily data from early 1995 to mid 2002 they first apply constant
parameter cointegration analysis to the price series measured in logs of
the market indices. This is done separately to three pre-crisis and three
post-crisis years, although later, by using a two-year rolling window, strong
evidence is presented that even in noncrisis years both the long-run and
the short-run reactions vary over time. Nevertheless, the authors claim
that the established cointegration relationships, where the lag length in
the VAR systems have been selected on the basis of the Akaike information
criterion, do pass LM tests for first- and fourth-order autocorrelation. The
empirical conclusions are mainly based on the so-called persistence profile
technique and on generalized forecast error variance decompositions. These
numerical measures have been obtained from models which impose doubtful
parameter constancy, and are next interpreted just on the basis of their
point estimates, without taking their (obviously hard to assess) standard
errors into account.

Huyghebaert and Wang (2010) are well aware that different research
methodologies may be at the base of the mixed results in many earlier
studies. For seven East Asian stock markets and the US they use daily
data from mid 1992 to mid 2003, distinguishing the mid-1998 until mid-
1999 crisis year from the pre and post crisis periods, examining two variants
for the latter. They choose for a multivariate VAR framework for the log
of stock-exchange indices when performing cointegration tests, assuming
constant parameters over the four distinguished periods. They expect —
overenthusiatically— “to correctly specify” their various VAR models by
using a likelihood-ratio test for lag length to “ensure that all dynamics
in the data are being captured”. Unlike Yang et al. (2006) for Eastern-
Europe, they find for East-Asia cointegration only during the crisis period,
but not before, nor some time after. Next, Granger-causality tests are per-
formed based on a VEC specification in the log indices for the crisis period
and on VAR specifications in the returns for the other periods. Apparently
the authors do not realize that cointegration directly implies causality. In
their causality analysis parameter constancy over the subperiods is taken
for granted, no results for serial correlation tests are being mentioned. As
it seems, only F -test outcomes and their p-values for joint significance of all
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lag coefficients for the separate countries are being mentioned, neglecting
that just one significant single coefficient would imply Granger-causality
too. Moreover, in line with the (incorrect) interpretation of insignificant
outcomes of Sims’ likelihood ratio test as indicating truth of the null hy-
pothesis, F -test outcomes with p-values just above 5% are now interpreted
as establishing absence of Granger-causality. Whether or not the presented
tests are robust for (untested) heteroskedasticity is not clear. This is all
followed by a meticulous generalized impulse response analysis, which of
course is built on –and is thus conditional on the not exhaustively tested
validity of– the earlier established specifications. The short-term causal
relationships inferred from them in terms of responses to one unit shocks
are of course all random estimates, but presented without their standard
errors these can barely be interpreted.

Burdekin and Siklos (2012) use daily data from early 1995 to mid 2010
to investigate the interaction between the Chinese, US and Asia-Pacific
equity markets. Advocating an eclectic approach, they in fact produce a
wide range of results which are mutually contradictory and all untenable
from a statistical point of view. Seemingly meant to just present some
initial simple stylized facts of the returns, such as estimates of pairwise un-
conditional correlations and of first-order autoregression coefficients, next
significance tests of these are presented too. However, proper interpreta-
tion of the tests on correlations (see Appendix A.3) require assumptions
which have to be rejected given the different coefficients obtained in the
autoregressions. But also the latter are built on assumptions, such as no
higher-order dependence and parameter constancy, which have not been
verified. Next contagion tests are being produced in a set of fully symmet-
ric equations [their (1.1)] which omit any dynamics but explicitly include
endogenous regressors without imposing any restrictions which guarantee
identification of the parameters of this simultaneous system. Although it is
not mentioned which technique has been used to estimate the coefficients
and their standard errors, due to the shortcomings just mentioned it should
be obvious that no sensible interpretation of these results is possible either
(see Appendix A.4). This is followed by estimating a dynamic conditional
correlation (DCC) model. However, how the conditional expectation of the
returns has been modeled this time, and whether this appeared satisfactory,
is not mentioned, so probably again has not been verified. All attention
goes here to the conditional covariance of the returns without any concern
how this might be affected when the conditional expectation has not been
modeled adequately. Finally static quantile cointegration regressions are
estimated and their coefficients are interpreted on the basis of standard
t-ratio’s, which is inappropriate again.

Glick and Hutchison (2013) investigate China’s financial linkages with
Asia in both bond and equity markets using daily data from mid 2005 to
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end of 2012. After some standard unit root analysis just differenced data
are being considered, starting off with wrongly (see Appendix A.3) employ-
ing significance tests on simple correlation coefficients of returns. Next, a
series of static bivariate, multivariate and pooled regressions are presented
which expose extreme naivety regarding the properties of least-squares esti-
mators and requirements to usefully interpret significance tests. Assuming
for the moment that the simple multivariate regressions in their Table 2 are
not misspecified, each significant coefficient rejects validity of a restricting
bivariate regression, in which the presented significance test results are thus
inappropriate, even if the regressors are hardly correlated because they are
both serially dependent, given the causality tests presented in their Table
A2. Moreover, the multivariate regressions also reject validity of the pooled
regression, because the slope coefficients are clearly different for most of the
individual Asian countries. However, the multivariate regressions are un-
interpretable themselves too, because it seems unlikely that equity return
in China is exogenous for all other Asian stock markets, so least-squares
estimators are biased, not only due to possibly neglected reverse causality,
but also due to omitted regressors because of neglected dynamics. Next,
results are presented which undermine all findings presented before, be-
cause evidence is produced indicating that regression coefficients are non-
constant through time. However, that evidence is just derived from pooled
regressions, which involve restrictions on the slopes which had already been
shown to be incredible. Hence, the many alternative regressions presented
in this study simply illustrate that none of them fully respects the actual
interdependencies between the variables examined. None of the empirical
conclusions drawn in this paper is based on solid statistical evidence.

Wang (2014) examines the interdependence and causality among six
East-Asian stock markets and the US. This is mainly a repetition of the
Huyghebaert and Wang (2010) study, now using more recent daily data,
namely from mid 2005 to mid 2013, thus focusing now on the effects of
the 2008 global financial crisis instead of the 10 years earlier Asian finan-
cial crisis. Using the same methodology, the same criticism applies. In
particular, without proper testing, parameter constancy is assumed within
the three distinguished periods: pre-crisis, crisis and post-crisis. It seems
that lag length tests have been performed rather mechanically, treating
all East-Asian countries similarly, whereas possible misspecification of the
VAR and VEC models has not been tested. The causality tests, for which
it is not clear whether they are robust for heteroskedasticity, are joint on
all lagged coefficients of each country, which obscures particular forms of
causality.

2.2. Studies regarding stock return data
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Some of the above mentioned studies, already turned to analyzing return
after stock indices were found to be not cointegrated, at least over particular
subperiods. Other studies turn to analyzing returns right away. Within this
group of studies we can distinguish those that focus primarily on modelling
the conditional expectation of the distribution of return and those that
focus primarily on other aspects of this distribution.

2.2.1. Focus on conditional expectation

Groenewold et al. (2004) analyze the dynamic interrelationships be-

tween the share markets of Shanghai, Shenzhen, Hong Kong and Taiwan.

Although correctly criticizing similar earlier research using just bivariate

cointegration, they overlook that their own approach may suffer from the

same criticism as they exclude the international global financial market

from their analysis. They use daily data from end of 1992 until end of

2001 and also consider two sub-samples, namely before and after the cri-

sis period 1997/98. No cointegration can be established, except for the

two markets in mainland China (Shanghai and Shenzhen) over the first

sub-sample. Next they combine the two markets in mainland China and

estimate trivariate VAR(5) models which pass tests for 1st and 4th order

serial correlation. Knowing from various other studies that at least the

Hong Kong and Taiwan markets are affected by the New York stock ex-

change all VAR inference may be seriously hit by omitted variable bias, and

so will then be the resulting impulse responses and forecast error-variance

decompositions, which lack a measure of precision (standard errors) any-

way.

Zhu et al. (2004) analyze causal linkages between returns at the stock

markets of Shanghai, Shenzhen and Hong Kong, using daily data from early

1993 to the end of 2001. Not being able to find cointegration between the

three indices, and not questioning whether this might be due to omissions

such as the effect of global stock market indices and possible parameter

nonconstancies, they move on to analyze causality between the three re-

turn series, with and without removing so-called calendar effects. They

split the data period into two and estimate for each and the whole data pe-

riod VAR models. Optimal lag lengths have been determined mechanically

by the Schwartz criterion. No diagnostic checks have been used, so coeffi-

cient restriction tests may suffer seriously from adopting invalid maintained

hypotheses. The causality tests are only based on joint F -tests, using the

5% significance level as a razor blade, whereas p-values of individual t-tests

could have given useful supplementary evidence. A similar analysis is also
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performed on the absolute values of the return series to analyze causality

in volatilities.

Singh et al. (2010) analyze data for 15 stock markets, including US,

Canada, UK, Germany, France and ten major Asian markets. They use

daily return data over the 2000 through 2008 period obtained from indices

both at opening and at closing of the market. First they estimate VAR(15)

models using just one lag for both close-to-close returns and for open-to-

open returns. No evidence on parameter constancy nor on lack of error

serial correlation is provided. Next the two VAR models are adapted in

the following way. For the two markets that open (close) earliest in the day

(Japan and Korea) the VAR specification is unaltered (includes 15 lagged

explanatories). The three markets that open (close) next are Singapore,

Malaysia and Taiwan. For them in the VAR specification the lagged returns

of Japan and Korea are replaced by current values. And for the remaining

ten VAR equations all lagged returns at earlier opening (closing) markets

are replaced by current returns, and in addition the second through fifth lag

of the dependent variable has been added, but not for France and Germany.

The authors do realize that this introduces reverse causality (simultaneity)

in their specifications (except for Japan and Korea), at least when the re-

turns of the earlier opening (closing) markets have been realized in part

during overlapping opening hours, but they suggest (footnote 5) that this

has only a minor effect. Instead of using an alternative and still consistent

estimation methods they just use least-squares and wrongly interpret stan-

dard t-values in the standard way. For what reasons suddenly lag lengths

larger than one have been included is not clarified. For none of these results

the maintained hypotheses implicitly adopted given the estimation method

used seem credible. Finally, chucking all earlier results for the conditional

first moment of return, AR(1)-GARCH(1,1) models are presented, which

do of course require a completely different set of maintained hypotheses,

but these have not been tested either.

Jayasuriya (2011) examines interlinkages of stock returns for China and

three of its emerging neighbors, namely Thailand, Indonesia and Philip-

pines. Although citing various similar studies mentioning the significant

role of the US, this study chooses to include only some control variables

from the real economy, namely the growth rates in interest, inflation and

exchange rates, which –without any further motivations– are all treated

as exogenous. The analysis is based on the monthly stock returns from

November 1993 to July 2008, to which Jarque-Bera tests have been em-

ployed, which is incorrect, because it is most unlikely that these returns

are serially uncorrelated and have time-invariant first four moments, which
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is a requirement for this test to apply. Because the returns are found to be

stationary it is claimed that a VAR model is appropriate, overlooking that

it should be examined as well whether a stationary error-correction term

in the stock indices has to be included as well. All conclusions are based

on VAR(1) models which have passed LM serial correlation tests at lags

12 and 24. Of course, order 1 and 2 tests should have been used as well,

because if the problems are especially at those lags, the tests employed

lack power. Parameter constancy is taken for granted, one simple dummy

is supposed to account for the Asian financial crisis, and the omission of

more developed and other neighboring stock markets is not supposed to

lead to estimation bias. Hence, the presented impulse response functions

and variance decompositions are clearly based on much too weak grounds.

Chow et al. (2011) analyze weekly returns and their absolute value

(which they take as their measure of volatility) from 1992 until 2010 at the

stock markets of Shanghai and New York. In their bivariate analyses they

exclude, without testing, any possible effects from Hong Kong or any other

East Asian markets, so no evidence has been produced to refute obvious

criticism that further explanatory variables have wrongly been omitted

undermining all their inferences. First some simple descriptions of the

(absolute) returns at the two markets are presented in the form of means,

variances and simple correlations, over the two decades separately, and

also over the full 20 years period. These suggest nonconstancy, but later

analyses (and earlier results in Chow and Lawler, 2003) indicate that these

three data characteristics are in fact nonconstant within the two decades

too, so apparently they just should be seen as rough indicators for which no

precision measure can be given. Next (in their Table 3) two simultaneous

and unidentified (see Appendix A.4) equations have been estimated (also

over the two decades separately), and wrongly it has been inferred from

two t statistics (which are algebraically equivalent, see Appendix A.6) that

the New York market affects Shanghai and vice versa. Next they estimate

time-varying coefficient models (not mentioning that if these are found to be

appropriate all their earlier inferences have to be withdrawn) using Kalman

filter techniques and making strong distributional assumptions on error

terms and weekly random movements of the coefficient values. Plausibility

of these assumptions has not been verified from the fitted models by the

authors. Results demonstrating some of the serious shortcomings of these

bivariate time-varying coefficient models can be found in Chen et al. (2015).

2.2.2. Focus on (partial) correlations
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Aityan et al. (2010) is a relatively recent study in a long tradition (see

further references in their paper) which is purely based on calculating sim-

ple bivariate correlation coefficients of the returns at two markets over

subperiods. In this particular paper they use daily data and calculate cor-

relations for separate years. The very serious shortcoming of this analysis

is that interpretation of these correlations would only be possible if for

both series the daily data are serially uncorrelated and have constant mean

and variance. However, all studies discussed in the foregoing subsection

demonstrate that these conditions are not satisfied. Hence, all statistical

tests produced in this literature are invalid. The correlations presented do

not establish estimates of a constant underlying population parameter. An

indication of their accuracy by an appropriate standard error cannot be

given. Proper analysis of these return series demonstrates that more so-

phisticated multivariate models with many more parameters are required

in order to produce inferences that possibly make sense. Only for such

more extended models their adopted maintained hypotheses are not easily

refuted by empirical evidence.

Kenett et al. (2012) use partial correlations and thus extend the above

criticized approach to a trivariate analysis. Also they use a much smaller

window of a month and consider overlapping windows. However, our major

criticism still applies. The approach does not start off from formulating a

stochastic model for the interdependencies between the analyzed return

series. Therefore, there is no maintained hypothesis for which tenability

can be verified by testing it against alternatives. Also specific hypotheses

regarding the obtained results cannot be tested statistically because the

reliability of the estimates cannot be expressed in standard errors.

2.2.3. Focus on conditional variance and further aspects

Li (2007) presents a multivariate study based on daily return data from

2000 till mid 2005 for the S&P 500 and the stock markets of Shanghai,

Shenzhen and Hong Kong. The mean of these four variables is simply

modeled by a VAR(1) allowing its innovation errors to have a conditionally

heteroskedastic covariance matrix. For the latter various forms have been

tested, leading to the acceptance of an unrestricted four-variable asym-

metric GARCH specification inspired by the BEKK parametrization. For

m = 4 markets this has (next to four intercepts) m2 = 16 coefficients re-

garding the one period lagged returns for modeling the mean, and 3m2 = 48

parameters to model the error variance. Tenability of the assumption that

the errors are innovations is only supported by high-order (12 and 24)
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Ljung-Box statistics. Their p-values (all above 0.15) inspire the author to

conclude straightforwardly that the mean has been adequately specified.

This conclusion seems rather rash, taking into account that usually no sat-

isfactory parsimonious constant parameter specification can be found for

the mean of returns. The Ljung-Box test is well known for being heavily

undersized (much too low rejection probability) and having poor power.

A more serious test for the chosen specification of the mean should exam-

ine the significance of higher-order lagged returns and possible structural

changes in their values. Also the choice for daily data, given the diverging

closing hours and disjunct bank holidays of the markets in the US and in

China, may have curious effects on the obtained residuals. A poorly speci-

fied mean equation will lead to residuals which do not really represent true

innovations and therefore may suggest findings regarding volatility linkage

which will not be genuine but mere artefacts. Anyhow, on top of concluding

to very mild unidirectional return linkages of mainland China with Hong

Kong and of Hong Kong with the US, the study also claims to establish var-

ious rather subtile volatility linkages between the four markets. The latter

are of course all conditional on the maintained hypothesis that the mean of

the returns has been modeled adequately indeed by a constant parameter

VAR(1). This supposition becomes more doubtful after the author has re-

duced the sample size in order to get rid of the 9/11 shocks. Re-estimation

of the same model over the three years after 9/11 yields estimates for the

mean of the returns which still support unidirectional dependence of Hong

Kong on the US, but the weak dependence of mainland China on Hong

Kong is no longer significant.

Zhang et al. (2009) analyze data for the Shanghai and Hong Kong com-

posite stock indices over the period mid 1996 until late 2008. They start off

with the bivariate equivalent of the specification used by Li (2007), oddly

enough after they have already established the higher-order autoregressive

nature of the return series for Hong Kong. Regarding return spillovers from

Hong Kong to Shanghai and vice versa the same conclusions are drawn as

in Li (2007), but not regarding volatility linkage, which they ascribe to the

different data period. Although that may certainly be one of the reasons,

it is strange that no remark has been made on the devastating effects of

their choice for a bivariate analysis. This forces zero values for parameters

that are significantly different from zero in Li’s multivariate study. That

Zhang et al. (2009) start off from a misspecified model for the mean of

return is also communicated by the significant Ljung-Box statistics, which

are presented in the tables, but receive no attention in the text at all. Nev-

ertheless, Zhang et al. (2009) continue to use their limited specification of
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the mean model in a more sophisticated copula-based analysis. Although

evidence is put forward that for Shanghai the linear autoregressive model

for the mean improves by allowing for a nonlinear dynamic extension, again

clear signs are presented (though again neglected) indicating that the re-

sulting residuals of this extended mean equation do not represent a series

of innovations, which implies that the copula approach has been built on

an inappropriate likelihood function.

Beirne et al. (2010) construct GDP weighted weekly returns for the

global market (US, Japan and four major European countries) and for large

regions (including Asia) and next perform trivariate analyses of global and

regional spillovers in emerging stock markets by specifying VAR-GARCH(1,1)-

in-mean processes with BEKK representation. They impose, without test-

ing, that there is no spillover from local markets to regional and global

markets, nor from regional markets to the global market. The only di-

agnostic used is the ten lags Ljung-Box test, which rejects for only a few

countries. The study misses results for the much more critical test on sig-

nificance of the second and higher order lag in the VAR specifications. The

results for the Asian countries are based on data from mid 1993 until early

2008. No checks on parameter constancy have been reported.

Li (2012) examines the stock market linkages between China, Korea,

Japan and US. Using daily data for return from mid 1992 to early 2010 he

applies a 4x4 GARCH-BEKK model and conditional correlation to uncover

the linkages. The results suggest that China is linked to the oversea mar-

kets. Here too the GARCH-BEKK model has a specification of just one lag

in the mean equation, which is accepted by the author given Ljung-Box test

results at 12 and 24 lags. Hence, the same criticism applies as to Beirne et

al. (2010). Given the results in the papers focusing on the expectation of

return, just using a VAR(1), especially if it concerns daily data, does not

seem right. In that case, the residuals do not represent innovations, which

would turn all GARCH-BEKK findings into mere artefacts.

Zhang and Li (2014) use daily data from 2000 until 2012 on the Shang-

hai stock exchange composite index and the Dow Jones industrial average

index. Allowing for a structural break they cannot establish cointegra-

tion between the indices; their explanations for that do not include that

any bivariate approach seems inappropriate. Next they focus on analyzing

returns. First univariate models are used combining an ARMA(1,1) spec-

ification for the conditional expectation of return with GARCH(1,1) for

the error terms, and next the two established standardized residual series

are used in a trend analysis with structural breaks of the so-called condi-

tional correlations, which they forget to define properly. Given the almost
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complete lack of diagnostic testing of the many specification assumptions

made we suppose that the results should be interpreted much more cau-

tiously than the authors do. Finally, in a quantile regression model it is

suddenly supposed that the relationship between the two returns requires

in fact only 3 coefficients (between end of 2007 until early 2012), whereas

the earlier analysis used at least 20 or more.

3. ILLUSTRATION OF CONSEQUENCES OF POOR
ECONOMETRICS

In this section we demonstrate the consequences of various methodolog-

ical flaws by some simple simulations and also by empirical illustrations.

3.1. Some simulation findings

To demonstrate pitfalls associated with using the Jarque-Bera (JB) test

for normality on return data and of using Ljung-Box (LB) or Box-Pierce

(BP) tests for serial correlation in VAR models we simulated data from a

very simple bivariate VAR(1) model where the intercepts in both equations

are zero. The first equation has a dummy explanatory variable dt with

coefficient β, and its disturbance u
(1)
t may be ARMA(1,1) with parameters

ρ and θ. The second equation is a simple AR(1) process. Further details

on this system are that

y
(1)
t = 0.1y

(1)
t−1 + 0.1y

(2)
t−1 + βdt + u

(1)
t (1)

y
(2)
t = 0.2y

(2)
t−1 + u

(2)
t , (2)

for t = 1, ..., n, where

u
(1)
t = σ1[(1− ρ2)/(1 + 2ρθ + θ2)]1/2ξt

ξt = ρξt−1 + ε
(1)
t + θε

(1)
t−1

u
(2)
t = σ2ε

(2)
t .

We take σ1 = 0.01 and σ2 = 0.05, whereas the series ε
(1)
t and ε

(2)
t are mutu-

ally independent serially uncorrelated drawings from the standard normal

distribution. Hence, disturbance u
(2)
t has variance σ2

2 and the AR(1) series

y
(2)
t has standard deviation 0.051 = 0.05/

√
1− 0.22. Since series ξt is an

ARMA(1,1) process with variance (1 + 2ρθ+ θ2)/(1−ρ2), disturbance u
(1)
t

is an ARMA(1,1) process with variance σ2
1 . This yields series y

(1)
t and y

(2)
t

which reasonably mimic some of the basic properties of actual return series.
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We did choose y
(1)
−50 = y

(2)
−50 = 0 and discarded the obtained warming-

up values for t = −50, ...,−1 in estimation. We generated this system

10000 times for just a few specific values of β, ρ, θ and sample size n. Each

replication we applied particular tests at significance level α = 0.05 and

counted the frequency of rejection. The JB test for normality, which is

χ2
2 distributed under its null hypothesis, we applied to the two synthetic

return series. Tests against pth order serial correlation for p ∈ {1, 10}
we applied to the first equation when estimated by least-squares assuming

(sometimes incorrectly) that the disturbances u
(1)
t are serially uncorrelated.

Next to the BP and LB tests, which are χ2
p distributed under their null,

we examined the LM and the LMF tests, which under the null are χ2
p and

Fp,n−k−p distributed1, where k is the number of regressors in the equation

under the null hypothesis.

All these tests are asymptotic tests, so for n finite their actual type I

error probability may deviate from 0.05. If it is much larger than 0.05

for a particular test then a rejection could both be due to validity and

invalidity of the null hypothesis, which renders the test not very useful. If

it is much smaller than 0.05 the probability to commit a type I error is

much lower than intended, which results in much larger probability of type

II errors and thus in low power of the test. So, in both cases (over-rejection

and under-rejection under the null) the ability of the test to help choosing

between the null and the alternative hypothesis is negatively affected.

We first focus on the popular Jarque-Bera normality test. This has been

developed for series which are (asymptotically) IID (independent and iden-

tically distributed) like regression residuals when the model is adequately

specified and the errors are IID themselves. Hence, when employed to a

(demeaned) return series, the JB test can only fruitfully be interpreted if

this return series has first and second unconditional moments that are time-

invariant, and these returns are serially uncorrelated. However, these three

characteristics are usually rejected empirically, implying that the main-

tained hypothesis of the JB test procedure does not hold. Hence, in such

circumstances one should not employ the test. Nevertheless, we will use it

to both variables y(1) and y(2) of the above system to examine its behavior.

The dummy variable dt has all its observations zero, except dn/2 = 1 (and

we made sure n is even). Hence, the coefficient β models a one-off shock

halfway the observed sample. We examined β = 0 and some negative val-

1We considered the versions which set pre-sample values of the least-squares residuals
equal to zero.
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ues, equal to 2, 4 and 8 times σ1, which represent a one day stock market

crisis.

Table 1 presents the rejection probability by JB when applied to series

y(1) in case ρ = θ = 0. We note that for −0.02 ≤ β ≤ 0 values remarkably

close to the chosen significance level are found, but for β ≤ −0.04 the

null hypothesis is much more often rejected, apparently simply because the

mean is nonconstant. From these results one could wrongly conclude that

the serial dependence of the series seems not a crucial issue. However, this

is due to the moderate values of the coefficients of the lagged regressors

in the system. We also applied the JB test to the y
(2)
t series and found

a rejection probability slightly below 0.05. However, upon increasing the

AR(1) coefficient from 0.2 to 0.9 the rejection probability increased to 0.25

for the smaller and to 0.45 for the larger sample size. Hence, this highlights

that the JB test should not be applied to return series if evidence is available

that these are not IID, but only to the residuals of a well specified model

for returns.

TABLE 1.

Rejection probabilities of JB normality test for series y(1)

n = 150 n = 500

β β

0.00 −0.02 −0.04 −0.08 0.00 −0.02 −0.04 −0.08

JB 0.041 0.057 0.371 0.999 0.043 0.054 0.269 0.997

When analyzing the serial correlation tests we removed the dummy vari-

able when generating and estimating the first equation. The rejection prob-

abilities that we calculated can be found in Table 2. Note that under the

null hypothesis (when ρ = 0 and θ = 0) both the BP and LB test show

profound size problems, which are opposite in nature for p = 1 and p = 10.

Only for very large samples and p substantial too the control over type I

errors is appropriate. For small p we note that size control gets even sig-

nificantly worse for these two tests when n gets larger. Apparently the BP

and LB rejection probabilities can be non-monotonic in n, which is a very

bad sign. On the other hand, at the sample sizes examined both LM and

LMF show no serious size problems. For all tests the rejection probability

increases when the null is not true, as it should. From the results for the

Lagrange-Multiplier tests we note that when the serial correlation problem

is of low order (as in the examined AR(1) and MA(1) cases) power of the

test benefits when using a low order alternative. The often much higher
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reject values of the BP and LB tests when the disturbances are AR(1) or

MA(1) are meaningless, because the corresponding probabilities are also

much higher than for LM and LMF when the null hypothesis is true.

TABLE 2.

Rejection probabilities of residual serial correlation tests in (1)

n = 150 n = 500

ρ = 0.0 ρ = 0.2 ρ = 0.0 ρ = 0.0 ρ = 0.2 ρ = 0.0

θ = 0.0 θ = 0.0 θ = 0.2 θ = 0.0 θ = 0.0 θ = 0.2

BP1 0.250 0.678 0.730 0.351 0.945 0.972

BP10 0.001 0.039 0.050 0.042 0.647 0.746

LB1 0.253 0.682 0.733 0.352 0.945 0.972

LB10 0.001 0.044 0.055 0.042 0.650 0.749

LM1 0.051 0.190 0.232 0.054 0.497 0.622

LM10 0.042 0.074 0.087 0.050 0.210 0.269

LMF1 0.049 0.184 0.226 0.054 0.495 0.619

LMF10 0.042 0.075 0.088 0.050 0.210 0.270

From these results one cannot predict what the patterns will be for sim-

ilar or different values of n in larger VAR systems with longer lags and

different coefficient values, but they do make clear that in the cases inves-

tigated there is little to choose between the BP and LB tests and that both

can have large and small rejection probability under both the null and the

alternative hypothesis, which completely undermines their signpost func-

tion. The LM and LMF tests show very reasonable size control, but their

results also expose that one should certainly not overestimate the actual

power of serial correlation tests. Hence, for none of the tests examined,

it will ever make much sense to boldly conclude — as many practition-

ers wrongly do – that there is no serial correlation problem when the test

employed happens not to reject.

3.2. Some empirical illustrations

In this subsection we use empirical data to illustrate the occurrence

and serious consequences of various possible methodological flaws when

estimating VAR models and performing tests for unit roots, cointegration

and for causality. We perform these analyses by using the EViews pack-

age, and calculate the following diagnostics: (i) the BP (now referring

to Breusch-Pagan) heteroskedasticity test, which tests whether the distur-

bance variance seems functionally related to the regressor variables; (ii)

the JB (Jarque-Bera) normality of the residuals test; and (iii) also three
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variants of serial correlation tests, namely LB (Ljung-Box), LM (Lagrange

multiplier χ2 test), and LMF (Lagrange multiplier F -test). Each serial

correlation test will be conducted at lag orders running from 1 up to 10.

The empirical data used are the daily stock indices of SH (Shanghai’s

SSE composite index), HK (Hong Kong’s Hang Seng), US (S&P 500), SG

(Singapore’s STI) and KR (Korea’s KOSPI index) over the period January

2003 till the end of 2006, all extracted from Yahoo finance. All these stock

indices are expressed in local currencies. Deliberately the sample period

(just over 1000 observations) is chosen such that financial crises periods

are avoided, in order to keep away from extra hard model specification

problems. To take into account the different time zones, for the US market

the index of the preceding day has been taken. For all markets we use the

preceding available observation for a bank holiday. Figure 1 plots the time

series of the five indices. By visual check, we do not observe pronounced

breaks except for Shanghai, for which there seems a structural break in the

course of 2005.

3.2.1. Univariate unit root analysis

First, we will illustrate inference problems which may occur in the con-

text of standard unit root analysis. We have estimated univariate autore-

gressive models for the natural logarithm of all the five stock indices at lag

length l = 0, 1, 2... with an intercept plus (or without) linear trend, and

performed (augmented) Dickey-Fuller tests over the full sample and over

the first and last part of the sample.

In Table 3 we report for illustrative purposes the results for Singapore

and in Table 4 for the US. We present the test statistic (DF) and its

corresponding 5% critical value (DFC), and also the p-value for each of

the five diagnostics, where serial correlation is tested both for order 2 and

order 10. In addition, the minimum p-value of the LMF test is reported

and also the lag (≤ 10) at which it was obtained. Note that the unit

root test presumes that the autoregressive model is well specified, meaning

that the error terms should be serially uncorrelated, have time-invariant

variance and are normally distributed. The top panel of the tables include

the linear trend and the lower panel excludes it. The full sample results

are for 2003 through 2006, whereas sub-sample “first” is for 2003-2004 and

“last” for 2005-2006.

For Singapore, both the information criteria of Akaike and of Schwartz

(AIC and SIC) prefer lag length zero, irrespective of the inclusion of a
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FIG. 1. Time-series of the five stock indices: Shanghai (SH), Hong Kong (HK),
United States (US), Singapore (SG), Korea (KR)
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trend. At the same time, however, we note that the disturbances seem

heteroskedastic and nonnormal (this is also found without first taking logs

of the index). When a less parsimonious dynamic model is estimated the

BP and JB tests do not improve, but some evidence of higher order serial

correlation is detected as well. Neglecting the diagnostics, none of the DF

values of Table 3 forces to reject the unit root hypothesis. However, the

results also illustrate that the positive statement “the Singapore index is

a unit root process” does not find firm support from these findings, also

because of the substantial differences between DF values over the sub-

samples.

From the results on the US presented in Table 4 we find again many

rejections by the BP and JB tests. Irrespective of the inclusion of a linear
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TABLE 3.

Dicky-Fuller unit root tests and p-values of some diagnostic tests in AR(l)
models for the natural logarithm of the Singapore stock index

intercept and linear deterministic trend included

sample — order 2 — — order 10 — – Min –

l DF DFC BP JB LB LM LMF LB LM LMF LMF lag

full 0 −2.40 −3.41 0.00 0.00 0.61 0.60 0.60 0.28 0.28 0.28 0.13 6

1 −2.44 −3.41 0.00 0.00 0.81 0.57 0.57 0.32 0.25 0.26 0.13 6

2 −2.41 −3.41 0.00 0.00 1.00 0.71 0.71 0.34 0.16 0.17 0.07 6

3 −2.49 −3.41 0.00 0.00 1.00 0.86 0.86 0.29 0.17 0.18 0.06 4

4 −2.50 −3.41 0.00 0.00 1.00 0.35 0.36 0.33 0.01 0.01 0.01 8

first 2 −2.08 −3.42 0.00 0.00 1.00 0.53 0.53 0.76 0.59 0.60 0.27 1

3 −2.13 −3.42 0.00 0.00 1.00 0.47 0.48 0.80 0.60 0.61 0.23 4

last 2 −1.20 −3.42 0.00 0.00 0.99 0.08 0.08 0.07 0.06 0.06 0.03 5

3 −1.18 −3.42 0.00 0.00 0.99 0.06 0.06 0.07 0.06 0.06 0.01 3

intercept included, no trend

sample — order 2 — — order 10 — – Min –

l DF DFC BP JB LB LM LMF LB LM LMF LMF lag

full 0 −0.64 −2.86 0.00 0.00 0.60 0.60 0.60 0.28 0.28 0.28 0.15 6

1 −0.63 −2.86 0.00 0.00 0.72 0.50 0.50 0.30 0.25 0.25 0.13 7

2 −0.67 −2.86 0.00 0.00 1.00 0.63 0.63 0.34 0.17 0.17 0.08 7

3 −0.75 −2.86 0.00 0.00 1.00 0.76 0.76 0.30 0.17 0.17 0.08 7

4 −0.69 −2.86 0.00 0.00 1.00 0.45 0.46 0.32 0.01 0.01 0.00 7

first 2 −0.93 −2.87 0.00 0.00 1.00 0.57 0.58 0.74 0.58 0.59 0.31 1

3 −1.02 −2.87 0.00 0.00 1.00 0.46 0.46 0.76 0.60 0.61 0.24 1

last 2 0.49 −2.87 0.00 0.00 0.99 0.11 0.11 0.09 0.08 0.08 0.04 8

3 0.51 −2.87 0.00 0.00 0.99 0.05 0.05 0.10 0.08 0.08 0.02 3

trend the SIC criterion favors l = 0 whereas AIC prefers l = 7, whereas

also the LMF tests reject low order autoregressive specifications. Again,

for none of the rows in the table the unit root hypothesis is rejected, but

at the same time no specification passes all the diagnostic tests. This table

illustrates as well that as a rule the Ljung-Box test is much too mild, and

that the two information criteria are of little use for finding an adequate

model specification.

3.2.2. Cointegration analysis

Under the (somewhat doubtful) supposition that the natural logarithm

of all five stock index series are genuine unit root processes, we next will

illustrate inference problems which may easily occur in the context of coin-

tegration analysis. Therefore we estimate VAR(l) models, with overall lag
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TABLE 4.

Dicky-Fuller unit root tests and p-values of some diagnostic tests in AR(l)
models for the natural logarithm of the US stock index

intercept and linear deterministic trend included

sample — order 2 — — order 10 — – Min –

l DF DFC BP JB LB LM LMF LB LM LMF LMF lag

full 0 −2.82 −3.41 0.00 0.00 0.02 0.01 0.01 0.04 0.03 0.03 0.01 7

1 −2.61 −3.41 0.00 0.00 0.34 0.17 0.17 0.23 0.02 0.02 0.00 7

2 −2.42 −3.41 0.00 0.00 0.95 0.06 0.06 0.44 0.13 0.13 0.04 7

3 −2.50 −3.41 0.00 0.00 0.95 0.02 0.02 0.46 0.05 0.05 0.01 7

7 −2.27 −3.41 0.00 0.00 1.00 0.93 0.93 1.00 0.49 0.50 0.41 9

first 2 −1.99 −3.42 0.00 0.00 0.94 0.07 0.07 0.67 0.33 0.34 0.07 2

3 −2.08 −3.42 0.00 0.00 0.95 0.05 0.06 0.71 0.22 0.23 0.05 3

last 2 −2.80 −3.42 0.00 0.08 1.00 0.75 0.75 0.95 0.58 0.59 0.41 8

3 −2.75 −3.42 0.00 0.08 1.00 0.75 0.75 0.95 0.52 0.53 0.24 5

intercept included, no trend

sample — order 2 — — order 10 — – Min –

l DF DFC BP JB LB LM LMF LB LM LMF LMF lag

full 0 −1.12 −2.86 0.00 0.00 0.01 0.01 0.01 0.02 0.01 0.01 0.00 7

1 −1.06 −2.86 0.00 0.00 0.25 0.14 0.15 0.16 0.01 0.01 0.00 7

2 −0.85 −2.86 0.00 0.00 0.96 0.10 0.10 0.35 0.10 0.10 0.03 7

3 −0.91 −2.86 0.00 0.00 0.96 0.01 0.01 0.36 0.04 0.04 0.01 7

7 −0.81 −2.86 0.00 0.00 1.00 0.86 0.87 1.00 0.68 0.69 0.62 9

first 2 −0.59 −2.87 0.00 0.00 0.94 0.08 0.08 0.64 0.28 0.29 0.08 1

3 −0.67 −2.87 0.00 0.00 0.94 0.04 0.04 0.66 0.19 0.20 0.04 1

last 2 −0.21 −2.87 0.00 0.04 1.00 0.80 0.80 0.85 0.33 0.33 0.19 8

3 −0.16 −2.87 0.00 0.00 1.00 0.79 0.79 0.86 0.27 0.28 0.15 8

length l = 0, 1, 2, ..., first for an initial number of market indices (m = 2)

and next on an extended number (m > 2). For all tables we will again re-

port which lag length is preferred by either the AIC or SIC criterion. The

tables present the p-values of both Johansen’s Maximum Eigenvalue test

(λmax) and the Likelihood Ratio trace test (LRtr) to assess the number of

cointegration relationships (CRs). As in Tables 3 and 4 we also report the

p-value for each of the five diagnostics, where serial correlation tests are

again given for order 2 and order 10, but also the lag order for which the

minimal p-value of LMF has been obtained. Now we use the multivariate

versions of the diagnostics as provided by EViews. This means that the

approximate critical values for the system LB test are taken to be χ2 with

m2(h − l) degrees of freedom, where m is the dimension of the VAR(l)

system and h the order of serial correlation tested (here h = 1, ..., 10), so
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the test is only feasible for h > l. The LM type tests test m2h restric-

tions. As Eviews does not provide the LMF test, we follow the procedure

of Edgerton and Shukur (1999) to implement the LMF test. Note that the

Johansen Maximum-Likelihood approach presumes that the VAR model is

well specified, meaning that the error terms are serially uncorrelated, have

time-invariant variance and are normally distributed. Like all studies re-

viewed in Section 2.1 we will allow for an intercept in the VAR(l) models

but not for a linear deterministic trend. We will again report results for

the full and for the two sub-samples.

TABLE 5.

P -values of Johansen cointegration tests and diagnostics in VAR(l) models
with intercept (without trend) for the natural logarithm of the

stock indices of Hong Kong and Singapore.

— order 2 — — order 10 — – Min –

l CRs λmax LRtr BP JB LB LM LMF LB LM LMF LMF lag

full sample

0 0 0.17 0.04 0.00 0.00 0.14 0.20 0.03 0.49 0.36 1.00 0.02 1

≤ 1 0.07 0.07

1 0 0.15 0.06 0.00 0.00 0.53 0.18 1.00 0.81 0.41 1.00 0.34 1

≤ 1 0.13 0.13

2 0 0.13 0.04 0.00 0.00 NA 0.92 1.00 0.87 0.36 1.00 1.00 1

≤ 1 0.09 0.09

8 0 0.36 0.12 0.00 0.00 NA 0.18 0.63 0.39 0.24 0.83 0.02 6

≤ 1 0.09 0.09

first sub-sample

8 0 0.84 0.73 0.00 0.00 NA 0.30 0.47 0.17 0.03 0.85 0.03 7

≤ 1 0.48 0.48

last sub-sample

8 0 0.16 0.09 0.00 0.00 NA 0.59 1.00 0.92 0.92 1.00 1.00 1

≤ 1 0.20 0.20

Table 5 presents results for bivariate VAR(l) models (m = 2) for the

natural logarithm of the indices of Hong Kong and Singapore. BP and JB

reject all examined VAR(l) models, suggesting heteroskedasticity and non-

normality. AIC and SIC suggest the appropriate lag order to be 2 and 0

respectively for the full sample. The LRtr test perceives one cointegration

relationship over the whole sample at l = 0. However, this result should not

be trusted due to the serial correlation. Evaluating at l = 2 as suggested by

AIC, there is no longer serious serial correlation, and now the LRtr test also

indicates one cointegration relationship. However, at l = 8 no cointegration
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relationship is found in both full sample and sub-samples, and both full

sample and first sub-sample suffer from serious serial correlation according

to the LMF test.

Table 6 presents cointegration test results for trivariate VAR(l) models

(m = 3) by adding Korea to the two markets system consisting already

of Hong Kong and Singapore. BP and JB are again significant at all lag

orders. Here both AIC and BIC favor the lag order to be 0, at which

no cointegration relationship is detected. Concern for serial correlation is

alleviated for the full sample as all p-values are above the 10% level, which

is not the case for the first sub-sample at l = 8. Note that no cointegration

is found, which of course undermines the results at lag order 2 in Table 5.

TABLE 6.

P -values of Johansen cointegration tests and diagnostics in VAR(l) models
with intercept (without trend) for the natural logarithm of the

stock indices of Hong Kong, Singapore and Korea.

— order 2 — — order 10 — – Min –

l CRs λmax LRtr BP JB LB LM LMF LB LM LMF LMF lag

full sample

0 0 0.54 0.27 0.00 0.00 0.48 0.45 0.73 0.70 0.72 1.00 0.12 1

≤ 1 0.33 0.28

≤ 2 0.39 0.39

1 0 0.46 0.32 0.00 0.00 0.91 0.42 1.00 0.86 0.68 1.00 1.00 1

≤ 1 0.53 0.42

≤ 2 0.38 0.38

2 0 0.39 0.22 0.00 0.00 NA 0.78 1.00 0.87 0.64 1.00 1.00 5

≤ 1 0.41 0.31

≤ 2 0.36 0.36

8 0 0.84 0.58 0.00 0.00 NA 0.28 0.46 0.54 0.57 1.00 0.42 1

≤ 1 0.45 0.42

≤ 2 0.50 0.50

first sub-sample

8 0 0.91 0.87 0.00 0.00 NA 0.12 0.42 0.09 0.19 1.00 0.00 1

≤ 1 0.88 0.78

≤ 2 0.50 0.50

last sub-sample

8 0 0.48 0.36 0.00 0.00 NA 0.42 1.00 0.92 0.97 1.00 0.95 1

≤ 1 0.67 0.46

≤ 2 0.29 0.29

In Table 7 we add Shanghai and the US to the system. As before BP

and JB are significant at all lag orders. Now AIC and SIC suggest orders
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of 2 and 0 again. For these lag orders the LRtr test indicates no and

one cointegration relationship respectively. Note that at these two lag

orders there are serious serial correlation problems according to the LM

and LMF tests, thus these cointegration results should not be trusted. The

serial correlation results also indicate clearly that the quality of inference

regarding the appropriate lag order by the information criteria is most

doubtful. Increasing the lag order, still no cointegration relationship is

found, whereas at lag order 8 serial correlation problems seem no longer

present. Investigation of the two sub-samples at lag order 8 indicates zero

and two cointegration relationships, although the first sub-sample again

suffers from serious serial correlation. Hence, we still did not establish

genuine long-run cointegration.

At this stage we want to draw the following conclusions from the above.

Since information criteria take it for granted that a VAR(l) model specifi-

cation is adequate for the markets considered, they clearly should not be

trusted to determine the lag order for performing cointegration tests when

at the same time the specification does not pass diagnostic tests. However,

no battery of diagnostics can ever guarantee that a particular specification

sufficiently respects the actual data generating process. From the coin-

tegration result of Table 7 using l = 8 and the last sub-sample one may

conclude that if any cointegration relationship between these four Asian

markets exists, this relationship most probably must also involve the US.

So note that this implies that all inferences in Tables 5 and 6, even those

with satisfactory diagnostics, are misleading. Apparently, none of its test

results can be associated with any degree of credible significance. This

is evidenced in Table 8 which lists the two established normalized cointe-

gration relationships in the last sub-sample for the five-markets model at

l = 8. The US is significant for the two cointegration relationships. Hence,

note that the results on the five markets destroy the trustworthiness of the

results on fewer markets. Probably the same would happen with the five

markets model if we added further markets.

An issue of further concern for VAR modeling, not mentioned in any of

the studies referred to above, is an uncomfortable consequence of the time

zone difference between US and Asia. We can illustrate this for a simple

binary VAR(1) system yt = Ayt−1 + εt, where, for instance, yt = (sus,t−1,

ssg,t)
′ contains the log stock indices of the US and Singapore. This entails

the equations

{
sus,t−1 = a11sus,t−2 + a12ssg,t−1 + ε1t,
ssg,t = a21sus,t−2 + a22ssg,t−1 + ε2t.
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TABLE 7.

P -values of Johansen cointegration tests and diagnostics in VAR(l) models
with intercept (without trend) for the natural logarithm of the stock

indices of Hong Kong, Singapore, Korea, Shanghai and the US

— order 2 — — order 10 — – Min –

l CRs λmax LRtr BP JB LB LM LMF LB LM LMF LMF lag

full sample

0 0 0.05 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.87 0.47 0.00 1

≤ 1 0.24 0.12

≤ 2 0.60 0.31

≤ 3 0.39 0.29

≤ 4 0.34 0.34

2 0 0.21 0.07 0.00 0.00 NA 0.02 1.00 0.24 0.70 1.00 0.59 7

≤ 1 0.23 0.23

≤ 2 0.75 0.53

≤ 3 0.57 0.46

≤ 4 0.40 0.40

8 0 0.29 0.13 0.00 0.00 NA 0.27 1.00 0.73 0.75 1.00 0.59 1

≤ 1 0.32 0.30

≤ 2 0.80 0.57

≤ 3 0.65 0.45

≤ 4 0.31 0.31

first sub-sample

8 0 0.79 0.64 0.00 0.00 NA 0.00 0.59 0.05 0.46 1.00 0.00 1

≤ 1 0.83 0.69

≤ 2 0.62 0.67

≤ 3 0.85 0.78

≤ 4 0.57 0.57

last sub-sample

8 0 0.00 0.00 0.00 0.00 NA 0.78 1.00 0.72 0.54 1.00 1.00 1

≤ 1 0.00 0.02

≤ 2 0.70 0.65

≤ 3 0.67 0.67

≤ 4 0.64 0.64

Due to the habitual one period lag applied to the series for the US, the

first equation is as intended, because the realization of ssg,t−1 precedes the

generation of sus,t−1. However, due to taking this lag, the equation for Sin-

gapore becomes unsatisfactory, because for explaining ssg,t the latest avail-

able information on the US, being sus,t−1, is not utilized. Consequences of

this for VAR models in returns we will examine in the next subsection.
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TABLE 8.

Normalized cointegration relationships as perceived from the five markets
models (std. errors between parentheses)∗

sample Hong Kong Singapore Korea Shanghai US Constant

last sub-sample 1 0 0.24 0.03 −4.60∗∗∗ 21.14∗∗∗

(0.20) (0.14) (0.90) (4.61)

1 0.28∗∗ 0.16∗ −3.90∗∗∗ 16.92∗∗∗

(0.13) (0.09) (0.58) (2.98)

∗ Significance at level 10, 5 and 1% is indicated by: ∗, ∗∗ and ∗∗∗.

3.2.3. Causality analysis

We continue to illustrate the devastating effects on inference when using

underspecified models and now turn to Granger-causality tests. For that

purpose we estimate VAR(l) models for l = 0, 1, 2, ... on returns (the first

difference of the natural logarithm of the stock index) and again examine

the effects of increasing the number of included markets m = 2, ..., 5. All

equations have an intercept but not a linear trend (because its presence

would be unacceptable according to finance theory). We just give results for

the full sample size. For cases where existence of cointegration relationships

is very likely the VAR model in returns omits the “error correction term”,

so ideally it should not pass diagnostic checks and it should not be used for

Granger-causality testing (also because joint dependence is already implied

by cointegration). The tables report results for each of the dependent

variables (Dep) of the system in turn. For each group of lagged regressors

the p-value of the F-test for their joint-significance is given, followed by the

smallest p-value for the significance test of an individual lagged variable,

followed by the lag order at which it occurs. Again results on the five

diagnostics are given in the usual fashion, although, unlike what we did

in the preceding subsection, we now present their single equation versions

(so they do not involve residuals from the other equations). Due to the

concern regarding the treatment of different time zones, we will (when the

US is included in the VAR system) also present results for separate single

equation regressions which always have as regressors the most recently

already realized returns at the other markets and their lags.

In Table 9 bivariate VAR results are given for Hong Kong and Singapore,

for which Table 5 provided some dubious evidence of possible cointegration.

SIC and AIC suggest the lag order to be 0 and 1 respectively. Since some

t-values are significant lag-order zero is clearly not acceptable. JB is al-

ways significant. However, for the F and t causality tests nonnormality

of the disturbances should not be a serious problem, given the size of the
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sample. At l = 1, we detect no heteroskedasticity, and evidence of one

causality relation is found, namely that Singapore Granger-causes Hong

Kong. However, this result is doubtful, because of serious serial correlation

at lag 1 in this relation. Increasing the lag order to 2 resolves the serial

correlation problem and yields the same causality findings, although het-

eroskedasticity emerges now in the relation for Singapore. Oddly enough,

at l = 8 also the relationship for Hong Kong becomes heteroskedastic,

whereas serial correlation re-emerges for the Singapore equation.

In Table 10 trivariate VAR results are given for Hong Kong, Singapore

and Korea, for which in Table 6 no evidence of cointegration could be es-

tablished. Both AIC and SIC suggest the lag order to be 0 again, which

is clearly misleading, given the significance of t and F tests. At l = 1,

two causality relationships seem detected, namely that Singapore Granger-

causes both Hong Kong and Korea. However, both equations show signif-

icant first-order serial correlation, so before drawing any conclusions first

the lag order of the VAR model should be increased. For lag order 2 the

causality relationships are still the same, but BP becomes significant, so

at least heteroskedasticity robust t and F statistics should be used now.

At lag order 8 again some serial correlation diagnostics become significant,

whereas now Singapore seems to be Granger-caused by both Hong Kong

and Korea too. Note that it is hard to explain the rather erratic findings

in Tables 9 and 10, unless one supposes that in fact none of the VAR mod-

els in these tables are nested in the actual data generating process for the

returns of these three markets, simply because unintentionally particular

profound determining factors have been omitted.

TABLE 9.

P -values of Granger-causality tests and single equation diagnostics in VAR(l)
models for the returns of the stock indices of Hong Kong and Singapore.

— HK — — SG — — order 2 — — order 10 —— Min —

l Dep F t lag F t lag BP JB LB LM LMF LB LM LMF LMF lag

1 HK 0.90 0.90 1 0.03 0.03 2 0.35 0.00 0.61 0.06 0.06 0.97 0.61 0.61 0.02 1

SG 0.67 0.67 1 0.85 0.85 1 0.29 0.00 0.69 0.63 0.63 0.27 0.26 0.26 0.14 7

2 HK 0.85 0.55 2 0.01 0.03 2 0.20 0.00 1.00 0.97 0.97 0.98 0.98 0.98 0.82 1

SG 0.85 0.61 1 0.69 0.40 2 0.00 0.00 1.00 0.91 0.91 0.34 0.30 0.31 0.17 7

8 HK 0.92 0.27 8 0.11 0.04 1 0.00 0.00 1.00 0.56 0.56 1.00 0.56 0.58 0.14 5

SG 0.86 0.13 7 0.20 0.05 6 0.00 0.00 1.00 0.58 0.58 1.00 0.04 0.04 0.02 7

Table 11 reports results of pentavariate VAR models for all five markets.

BP and JB are always significant at the various lag orders; we removed

their p-values from the table in order to save space. SIC and AIC favor
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TABLE 10.

P -values of Granger-causality tests and single equation diagnostics in VAR(l)
models for the returns of the stock indices of Hong Kong,Singapore

and Korea.

— HK — — SG — — KR — — order 2 — — order 10 —— Min —

l Dep F t lag F t lag F t lag BP JB LB LM LMF LB LM LMF LMF lag

1 HK 0.78 0.78 1 0.02 0.02 1 0.30 0.30 1 0.24 0.00 0.65 0.13 0.13 0.96 0.73 0.74 0.05 1

SG 0.39 0.39 1 0.61 0.61 1 0.21 0.21 1 0.29 0.00 0.72 0.70 0.70 0.26 0.24 0.24 0.14 7

KR 0.52 0.52 1 0.02 0.02 1 0.32 0.32 1 0.31 0.00 0.53 0.08 0.08 0.47 0.16 0.17 0.03 1

2 HK 0.75 0.51 2 0.01 0.02 1 0.65 0.37 1 0.00 0.00 1.00 0.96 0.96 0.98 0.98 0.98 0.79 1

SG 0.63 0.36 1 0.68 0.45 2 0.49 0.23 1 0.00 0.00 1.00 0.89 0.89 0.32 0.26 0.26 0.15 7

KR 0.71 0.44 1 0.02 0.03 1 0.68 0.40 1 0.00 0.00 0.97 0.17 0.17 0.55 0.33 0.34 0.17 2

8 HK 0.95 0.30 7 0.11 0.03 1 0.89 0.34 4 0.00 0.00 1.00 0.14 0.15 1.00 0.33 0.35 0.09 1

SG 0.53 0.02 7 0.30 0.03 6 0.36 0.01 7 0.00 0.00 0.97 0.10 0.10 1.00 0.02 0.03 0.01 6

KR 0.85 0.28 5 0.04 0.01 5 0.55 0.12 7 0.00 0.00 1.00 0.68 0.69 1.00 0.05 0.05 0.03 8

the lag orders 0 and 2 respectively. At l = 1 three causality relationships

are found, namely that Singapore Granger-causes Hong Kong, Korea and

the US. However, the equations for Singapore, Korea and the US suffer

from serial correlation at the 5% level. This suggests to increase the lag

order. For l = 2 four additional causality relationships emerge, namely that

the US Granger-causes Hong Kong, Singapore and Korea, and that Korea,

like Singapore, Granger-causes the US. However, the relation for Singapore

shows significant serial correlation. Even taking l = 8 does not resolve this

problem, but in fact aggravates it. Moreover, the VAR(8) model suggests

another seven causality relationships. Table 12 reports for the same five

markets the results of separate single equation regressions in which those

for the Asian markets now include the most recent realized return for the

US. The most striking differences with Table 11 are that for l = 1, now the

US seems to Granger-cause Hong Kong, Singapore and Korea, while the

Granger-causality relationships from Singapore to Hong Kong and Korea

become insignificant. This highlights that just mechanically coping with

the time zone difference in VAR models is inappropriate and can have

devastating effects on inference.
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Focussing only on those relationships in Table 12 which are not rejected

by any of the serial correlation tests, and giving much more weight to the

p-value of an F test than to an individual t tests (especially when l is large

and a significant t test is just found at a high lag order), one could with

substantial reservation infer that: (i) Hong Kong seems Granger-caused

by all four other markets; (ii) Korea seems Granger-caused by Singapore,

Shanghai and the US; Shanghai seems Granger-caused by none of the four

markets, because the significant individual t-values at lag 5 for Singapore

and at lag 8 for Hong Kong could just be incidental; the US seems Granger-

caused by Singapore and Korea (and possibly very mildly by Shanghai);

whereas for Singapore we have not found a regression model from this

limited data set which passes the serial correlation diagnostics.

However, in this study our purpose was not to make strong claims re-

garding the major determining factors of the indices and returns at these

five markets. Our primary aim was to illustrate that a few isolated es-

timates and tests may seem very suggestive regarding the significance of

particular relationships, but only when such results pass a relevant battery

of diagnostic tests and also withstand extensions of the model, by includ-

ing more markets and deeper lags they deserve to be taken seriously. Note

that Table 10 suggests that Korea does not Granger-cause Hong Kong,

whereas Table 12, after allowing the US to play its role as well, indicates

the contrary.

These illustrations of causality testing have not only indicated again

that information criteria cannot be trusted in determining the optimal lag

order structure of a VAR model, but also that they certainly cannot reveal

whether a VAR model suffers from omitted relevant determining variables

such as lagged variables from other markets. In both respects diagnostic

tests seem much more useful, but they are certainly no panacea. The only

trustworthy tests against omitted variables seem to be the constructive

tests which include and test the significance of the actual earlier omitted

variables concerned. The common practice of VAR causality testing of

return series without much concern regarding possibly omitted markets

can be much improved, as we showed, especially for the situation that

different time zones are involved. In that case, instead of a system, separate

adequately specified single equations should be subjected to causality tests.

4. CONCLUSION

Much too often practitioners produce (or uncritically cite published) em-

pirical results for which too few (or improper) diagnostics have been eval-
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TABLE 13.

Overview of major econometric shortcomings in the reviewed studies

A A1 B B1 C1 C2 C3 C4 C5 D E

Aityan et al. (2010) X X
Arshanapalli et al. (1995) X X X X X X
Beirne et al. (2010) X X X
Burdekin & Siklos (2012) X X X
Cheng & Glascock (2005) X X X X X X
Chow et al. (2011) X X X X X
Chung & Liu (1994) X X X X
Glick & Hutchison (2013) X X X X X X
Gosh et al. (1999) X X X X
Groenewold et al. (2004) X
Huang et al. (2000) X X X X
Huygebaert & Wang (2010) X X X X X
Jayasuriya (2011) X X X X
Kenett et al. (2012) X X
Li (2007) X X X X X
Li (2012) X X
Singh et al. (2010) X X X X X X
Wang (2014) X X X X X
Yang et al. (2006) X X
Zhang & Li (2014) X X X
Zhang et al. (2009) X X X X
Zhu et al. (2004) X X X X

A = insufficient checks for omitted variables

A1 = and in particular insufficient checks for coefficient nonconstancy

B = insufficient diagnostic checking

B1 = and in particular insufficient appropriate testing for error serial correlation

C1 = inappropriate use of tests for normality

C2 = inappropriate use of t-tests

C3 = inappropriate use of tests of correlation

C4 = using joint restrictions test, where single restrictions are required too

C5 = using only high-order serial correlation tests

D = neglecting identification problems

E = presenting alternative results with mutually conflicting maintained hypotheses

uated that do support their findings. As a rule all statistical evidence is

based on an extensive set of adopted model assumptions. Evidence sup-

porting the likely validity of many of these assumptions can usually be

provided by so-called diagnostic tests or by demonstrating that the main-
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tained model is not rejected when tested against a less restrictive alterna-

tive model formulation. By scrutinizing a great number of peer reviewed

published papers on analyzing the interlinkages between various stock mar-

kets we demonstrate that in this literature there exists a tendency to take

any empirical findings serious irrespective by what methodology and sta-

tistical techniques they have been obtained, whereas employing unsound

statistical methodology is ubiquitous. We plea for bringing methodological

issues more to the forefront, and stopping citing empirical results which

have clearly been obtained by methods that as a rule will lead to strongly

biased results for which neither statistical accuracy nor significance can

be assessed in a proper way. This widespread submissive uncritical cita-

tion attitude makes one wonder too what the intrinsic value is of citation

based indices on the quality of academic journals, because in the niche of

studies examined here it is obvious that citations are obtained simply be-

cause of the particular topic being studied and not primarily because the

study has been a useful stepping stone for further and deeper study. In

Table 13 we give an overview of the various observations made regarding

methodological shortcomings, dividing them in five major categories and

some subcategories.

Evaluations using empirical data illustrate the serious effects of wrongly

omitted explanatory variables, such as variables of other influential markets

and significant higher order lagged variables. Such kind of omitted vari-

ables affect the results of cointegration tests and Granger-causality tests,

which are often the basis for further analyses and inference. In addition,

particular popular information criteria are shown to provide seriously mis-

leading results for assessing the appropriate lag length of VAR models. It

is demonstrated that it is of great importance to conduct thorough checks

and diagnostic tests to make sure that the underlying assumptions of the

regressions are met, whereas by simulation it is shown that particular often

used tests for serial correlation are deficient in this respect, whereas more

adequate alternative versions have been developed.

APPENDIX

A.1. ON OMITTED REGRESSORS

Suppose a relationship is examined for which a simple multiple regres-

sion model would be adequate and ordinary least-squares techniques would

provide valid inferences (at least in samples of substantial size). What
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would be the consequences if some of the regressors were omitted from the

regression? To answer this question it suffices to consider the simple two

regressor model

yt = βxt + γwt + εt,

where xt and wt are scalar variables that have been observed together with

the dependent variable yt for observations t = 1, ..., n, whereas all three

have been taken in deviation from their sample average, which permits

to remove the intercept term from the regression. Extension to the case

where both xt and wt are in fact vectors of variables, possibly containing

various sequences of lagged variables as in VAR models as used in Granger-

causality tests, are straight-forward, though mathematically more involved,

and therefore avoided here.

We focus on the case where the data are time-series. Let xt = (x1 · · ·xt)′
and wt = (w1 · · ·wt)

′.Appropriate interpretability of standard least-squares

analysis requires validity of the three assumptions: (1) predeterminedness

of all regressors, that is E(εt | xt, wt) = 0; (2) serial uncorrelatedness of

the disturbances, that is E(εtεs) = 0 for t 6= s; and (3) homoskedasticity

of the disturbances, or E(ε2t ) = σ2. Violation of (1) leads to biased esti-

mates, irrespective of the size of the sample, and so does violation of (2)

in VAR models. A major consequence of violation of (2) or (3) is that

the standard estimator for the variance of the coefficient estimates will be

biased, which renders inferences based on standard test statistics and con-

fidence intervals misleading. If the sample is not too small normality of

the distribution of the disturbances is not essential. Of course, in practice

validity of the three assumptions should always be verified as far as is pos-

sible. When interpreting standard least-squares inference on β and γ these

three assumptions establish the so-called maintained hypotheses, which are

required to be plainly valid.

Now suppose that a researcher deliberately or unknowingly omits regres-

sor wt. Then least-squares yields for β the estimator

β̂ = Σtxtyt/Σtx
2
t = β + γΣtxtwt/Σtx

2
t + Σtxtεt/Σtx

2
t .

Here the third term is the unavoidable random estimation error which varies

around zero and decreases in magnitude with sample size. The second term

represents a systematic deviation of β̂ from β. This has a magnitude which

does not decrease with the size of the sample; it does depend on four
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autonomous factors, since

γΣtxtwt/Σtx
2
t = γrx,wsw

1

sx
,

where rx,w is the sample correlation between variables xt and wt, sw is

the sample standard deviation of the observations wt, and similar for sx.

Hence, this systematic error (the inconsistency of β̂) is small provided the

product of these four factors is small. So, in case some of them are large,

the remaining ones should be sufficiently small. If this is the case, estimator

β̂ will as a rule not differ much from its estimate obtained without omission

of regressor wt. However, even if that occurs, omission will nevertheless be

harmful for least-squares inference in case the disturbances of the model

omitting wt (these are now represented by γwt + εt) do not obey the three

fundamental conditions. It should be obvious that in case γ 6= 0 and wt

represents a series which is correlated with xt then the predeterminedness

assumption does no longer hold (but the consequences may be mild if γ

and/or sw/sx are small). If γ 6= 0 and the wt series exposes heteroskedas-

ticity and/or serial correlation then the other two conditions may not hold

in the model that through omission of wt incorrectly imposes γ = 0. In that

case inference on β will be unreliable because the required maintained hy-

potheses are not all satisfied. If it is just condition (3) that does not hold, it

is possible to repair the inaccuracies of least-squares inference (make them

robust to heteroskedasticity). In VAR-type models this is generally not

possible when condition (2) is not fulfilled.

Hence, the model omitting wt is only really superior to the model includ-

ing wt if γ = 0 and omission is fully justified. Otherwise, when γ 6= 0 and

the omitted variable wt is correlated with xt (for instance, because it is just

the one-period lag of smooth series xt) or if omission does not lead to sub-

stantial bias, but the omitted variable is itself not time-independent, then

proper interpretation of least-squares inference from the model wrongly

imposing γ = 0 is impossible. This situation should be prevented by al-

ways carefully verifying whether the three maintained hypotheses on which

least-squares inference is built do actually hold (see Appendix A.2). If they

do not, the effect of xt on yt can only be assessed either after a proper

re-specification of the model, or by using an alternative for standard least-

squares estimation.
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A.2. ON DIAGNOSTIC TESTING

Diagnostic testing refers to all attempts made to verify validity of the

maintained hypotheses. By these we indicate here all statistical aspects of

the model that have to hold in order to be able to accurately interpret all

inference techniques that one intends to employ regarding its parameter

values. These statistical aspects should establish at least: (a) consistency

of the estimators (estimators that are right on target in infinitely large

samples), (b) confidence intervals for the unknown coefficient values with

an actual coverage probability which converges for increasing sample size

to the chosen nominal level (often 95%), and (c) actual significance levels

(type I error probabilities) of tests on coefficient values which converge to

their chosen nominal level of 100×α%.When one chooses to analyze a linear

model by standard least-squares techniques the maintained hypotheses are

the three stated in Appendix A.1.

From Appendix A.1 it should be clear that when in a linear model that

has been estimated by ordinary least-squares one finds significant test out-

comes for heteroskedasticity or for serial correlation the proper diagnosis

might be that in fact improper restrictions have been imposed on regres-

sion coefficients. Hence, this may not call for some form of weighted least-

squares or autoregressive transformation of the model, but for finding the

omitted regressors. Candidates are not only really additional new variables,

but also transformations of already included variables, such as lags, logs,

squares, cross-products (interaction terms), dummy variables and cross-

products with dummy variables (to represent variation in reaction coeffi-

cients over sub-samples).

Note that the predeterminedness assumption of a regressor may be vio-

lated due to an omitted regressor with which it happens to be correlated.

This is resolved by including the omitted regressor. On the other hand, a

regressor may be endogenous instead of predetermined because of reverse

causality. This occurs when yt is determined by xt, while yt itself is also

one of the explanatory variables of xt. Then xt, since it depends on yt,

must also be correlated with εt. In that case variables yt and xt are called

jointly dependent and valid inference on β (the effect of xt on yt) cannot

be obtained by ordinary least-squares. However, provided the equation for

yt has sufficient unique characteristics (usually in the form of omitted vari-

ables whose valid omission is beyond doubt) which guarantee identification

(see Appendix A.4), valid inference can be obtained by using the correctly

omitted regressors as so-called external instrumental variables in two-stage

least-squares estimation. For the latter the predeterminedness assumption
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on xt in the maintained hypotheses has to be replaced by so-called exclusion

restrictions (correctly omitted regressors). So, the moral is here: wrongly

omitted regressors are as a rule harmful for inference, whereas rightly omit-

ted regressors are obligate for valid inference when reverse causality may

be at play. In the latter case the precision of inference will be poor when

xt depends only weakly on the instrumental variables.

So, useful diagnostic tests are tests for heteroskedasticity (standard soft-

ware provides tests against various types of heteroskedasticity), tests for

serial correlation of suitable order (the popular Durbin-Watson test just

checks first-order serial correlation and presupposes that all regressors are

strictly exogenous, so there should be no lagged-dependent variables among

the regressors as in VAR models), tests for the significance of omitted rel-

evant variables (many implementations are possible, also covering tests for

structural changes and for nonlinear dependencies). Also appropriate tests

for serial correlation and tests for reverse causality take the form of omitted

regressor tests because they boil down to testing the significance of par-

ticular (transformations of) residuals when added to the original model.

Only when a model specification has been found which passes a battery

of diagnostic tests (all yielding p-values preferably well above 0.10, or at

least above 0.05), then building on the maintained hypotheses implied by

the chosen estimation technique seems warranted. This finally opens the

door to the phase in which inference on the coefficients of the model can

be produced and interpreted with reasonable degree of trust.

A.3. ON SIGNIFICANCE TESTS OF SIMPLE
CORRELATIONS

As is well-known a test on the significance of β in the simple linear re-

gression model yt = α + βxt + εt (t = 1, ..., n) is obtained by the least-

squares based test statistic t = β̂/se(β̂), where β̂ = Σtx̃tỹt/Σtx̃
2
t and

se(β̂) = [(n − 2)−1Σte
2
t/Σtx̃

2
t ]1/2. Here x̃t = xt − x̄ with x̄ = n−1Σtxt

(and likewise for ỹt) and et = yt− α̂− β̂xt = ỹt− β̂x̃t, because α̂ = ȳ− β̂x̄.
Some simple algebraic manipulations show that t = ρ̂/[(1− ρ̂2)/(n−2)]1/2,

where ρ̂ = Σtx̃tỹt/[Σtx̃
2
tΣtỹ

2
t ]1/2 is the simple sample correlation coefficient

of the series {yt, xt; t = 1, ..., n}.
Therefore, testing whether or not the correlation ρ = Cov(yt, xt)/[V ar(xt)·

V ar(yt)]
1/2 is zero by reference to the statistic t and a critical value of the

Student distribution with n−2 degrees of freedom requires validity of sim-

ilar maintained hypotheses as testing the significance of β in the simple

linear regression model. Sufficient for that is εt | xt ∼ IIN(0, σ2), which
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represents the three maintained hypotheses mentioned in Appendix A.1

plus normality of the disturbances. In samples of reasonable size the nor-

mality is of minor importance. However, for asymptotic validity of the test

it is essential that subtracting from yt its conditional expectation expressed

linearly in just the single variable xt should remove all its time-dependence

and heteroskedasticity and thus yield random white-noise.

Hence, a test on the significance of a simple correlation coefficient can

only be credibly and usefully interpreted when supplemented at least by

insignificant test statistics on both (higher-order) serial correlation and

heteroskedasticity of the disturbances of the corresponding simple linear

regression, and preferably also some further evidence on constancy of the

coefficients α and β and absence of the devastating effects of possibly omit-

ted explanatory variables. Thus, if a VAR specification for yt seems credi-

ble, then performing the above test on correlation (which assumes a static

regression) does not make sense.

A.4. ON LACK OF IDENTIFICATION

Consider a system, for which scalar variables y
(1)
t , y

(2)
t and xt (t =

1, ..., n) have been observed for a sample of size n, that is given by the

two equations

y
(1)
t = β1y

(2)
t + γ1xt + ε

(1)
t ,

y
(2)
t = β2y

(1)
t + γ2xt + ε

(2)
t .

Here the unobserved variables ε
(j)
t (j = 1, 2) are disturbance terms, and

xt is in both equations an explanatory variable with unknown coefficient

values γ1 and γ2. The variables y
(j)
t (j = 1, 2) are characterized by reverse

causality, provided both β1 and β2 are nonzero. To keep things simple, we

assume that both disturbances are white-noise series, which are not neces-

sarily mutually uncorrelated, and that xt (which could easily be extended

to a vector of control variables) is predetermined and thus uncorrelated

with both current disturbance terms.

Without any further assumptions, for instance on the actual value of at

least one of the four coefficients βj and γj (j = 1, 2), all these coefficients

are unidentified. This expresses that, whatever method one uses to obtain

estimates β̂j and γ̂j (j = 1, 2), it is impossible to find out whether these

refer to the above system parameters or to some hidden linear transforma-

tions of them.
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This can be clarified as follows. Let c1 and c2 be arbitrary real scalars.

Now consider the rescaled system

c1y
(1)
t = c1β1y

(2)
t + c1γ1xt + c1ε

(1)
t ,

c2y
(2)
t = c2β2y

(1)
t + c2γ2xt + c2ε

(2)
t .

By addition of these two equations we obtain

(c1 − c2β2)y
(1)
t = (c1β1 − c2)y

(2)
t + (c1γ1 + c2γ2)xt + (c1ε

(1)
t + c2ε

(2)
t ).

From this we can again establish a two-equation system by normalizing the

coefficients of y
(1)
t and y

(2)
t respectively, giving

y
(1)
t =

c1β1 − c2
c1 − c2β2

y
(2)
t +

c1γ1 + c2γ2
c1 − c2β2

xt +
c1ε

(1)
t + c2ε

(2)
t

c1 − c2β2
,

y
(2)
t =

c2β2 − c1
c2 − c1β1

y
(1)
t +

c1γ1 + c2γ2
c2 − c1β1

xt +
c1ε

(1)
t + c2ε

(2)
t

c2 − c1β1
.

Of course we assumed here that c1 and c2 are such that c1/c2 6= β2 and

c2/c1 6= β1.Using obvious definitions for the new symbols introduced below,

the latter system can also be expressed as

y
(1)
t = β∗1y

(2)
t + γ∗1xt + u

(1)
t ,

y
(2)
t = β∗2y

(1)
t + γ∗2xt + u

(2)
t ,

which demonstrates that it is indistinguishable from the initial one. This

highlights that each of its equations cannot be identified from an arbitrary

linear combination of the two equations after this has been scaled with

respect to the same left-hand variable.

In fact, if one would use least-squares to estimate the equation with

y
(1)
t as the dependent variable, then one will obtain coefficient estimates

which minimize the residual sum of squares. This corresponds to implic-

itly choosing c1 and c2 such that, if V ar(ε
(1)
t ) = σ2

1 , V ar(ε
(2)
t ) = σ2

2 and

Cov(ε
(1)
t , ε

(2)
t ) = σ12, the resulting

V ar(u
(1)
t ) =

c21σ
2
1 + 2c1c2σ12 + c22σ

2
2

(c1 − c2β2)2

will be minimal.
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A.5. CHICKEN AND EGG IN TESTING

In Appendix A.2 we warned against interpreting inference on coefficients

of a model produced by estimators and test statistics before sufficient evi-

dence has been produced by diagnostic tests demonstrating the credibility

of all the maintained hypotheses. Now one may wonder whether these di-

agnostic tests themselves can safely be interpreted. They may require their

own maintained hypotheses whose validity has not been verified yet. How

to proceed?

Let the current specification of a relationship be represented by the sim-

ple model yt = βxt + εt (t = 1, ..., n), where for the sake of simplicity

xt and β are again scalars. The candidate set of maintained hypotheses

for inference based on standard least-squares estimates is: E(εt | xt) = 0,

E(εtεs) = 0 for t 6= s, and E(ε2t ) = σ2. Now consider the extended model

yt = βxt +γwt + ε∗t , where ε∗t = εt−γwt. Also wt is taken as a scalar here,

but it could easily be generalized to be a vector containing possibly omitted

regressors (for instance dummy variables and interactions of the elements

of xt with those dummies, or squares of elements of xt or really additional

alternative variables) or wt may contain constructs like lagged residuals or

reduced form residuals as in particular diagnostic tests on serial correlation

of disturbances and endogeneity of some of the regressors. Now, in case

γ is scalar, the diagnostic test is based on the usual t-ratio for testing the

null-hypothesis γ = 0 in the extended regression. Rejection or not of this

hypothesis, which will be interpreted as rejection or not of the maintained

hypotheses of the model with just the regressors xt, is based on comparing

this test statistic with a critical value of the t distribution. Why is this a

sound procedure?

Note that (at least in large samples) the test statistic will be distributed

according to the appropriate t distribution if the maintained hypotheses

in the regression with just regressor xt do hold indeed and additionally

E(εt | wt) = 0 which implies γ = 0. When finding a significant test statistic

this may be either due to validity of the maintained hypotheses, though

having obtained (with a small probability converging towards 100α%) an

unlikely extreme draw from the t distribution (this then leads to a type I

error), or due to E(εt | wt) 6= 0 and thus γ 6= 0. The latter in principle

implies invalidity of the maintained hypotheses under test, because it seems

very likely that E(εt | xt) = E(γwt + ε∗t | xt) 6= 0 when E(wt | xt) 6= 0. In

addition, possibly V ar(wt | xt) is nonconstant and Cov(wtws | xt) 6= 0 for

some t 6= s, which would also imply invalidity of the maintained hypotheses.

Only in case E(εt | wt) 6= 0 and thus γ 6= 0, whereas at the same time wt is
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such that E(wt | xt) = 0, and V ar(wt | xt) = σ2
w and also Cov(wtws | xt) =

0 for t 6= s, the test statistic will not follow the t distribution and thus may

reject with probability exceeding α, although the maintained hypotheses

could be valid. In these latter extra-ordinary circumstances (note that the

three required characteristics of the moments of wt can be verified from the

observed data) γwt is such that omitting it is relatively harmless, because it

can fully be absorbed in the disturbances without affecting the maintained

hypotheses. However, using the significant diagnostic to re-specify the

model may in fact be preferable. Its maintained hypotheses will be valid

too if those of the original model were valid.

Hence, we conclude that a significant diagnostic should always lead to

re-specification of the model and a corresponding reformulation of the main-

tained hypotheses. On the other hand, very little can be concluded from

an insignificant diagnostic. Of course, it could be a consequence of validity

of the maintained hypotheses, but it could as well be due to lack of power

of the particular diagnostic test. This will occur when (some elements of)

the maintained hypotheses are invalid, but variable wt embodies insuffi-

ciently the aspects that have been omitted from the current specification

of the model for the analyzed actual data generating process. This, for

instance, happens when a regressor vt has wrongly been omitted, whereas

the variable wt used in the diagnostic test is hardly correlated with vt.

Note that the type I error probability of diagnostic testing can be con-

trolled, irrespective of the quality of the specifications of the model with

and the one without the extra regressors wt. This is because its null hy-

pothesis (full validity of the maintained hypotheses in the model without

wt) involves all the assumptions that lead to the test statistic having its

known null-distribution. When the test statistic is not significant this does

not imply that these maintained hypotheses are valid, but if the diagnostic

test statistic is significant this (apart from possible type I errors) clearly

demonstrates invalidity of these maintained hypotheses, although it does

not convey that the model extended with variables wt implies valid refor-

mulated maintained hypotheses.

What is the difference with a standard t test in the initial model of test-

ing a null-hypothesis like β = c (with c some real number)? The difference

is that its usual interpretation when the test statistic has a significant value

is simply β 6= c, whereas as long as the maintained hypotheses have not

yet been verified, the interpretation should be that either β 6= c and/or

elements of the maintained hypotheses do not hold. The latter less com-

fortable addition may only be swept under the carpet if, prior to performing
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tests on β, extensive testing of the maintained hypotheses did not lead to

its rejection.

A.6. ON TESTING IN AN UNIDENTIFIED EQUATION

Consider the simple system of two unidentified regression models

y1 = X1β1 + ε1 = y2β11 +X0β10 + ε1,

y2 = X2β2 + ε2 = y1β21 +X0β20 + ε2.

For j ∈ {1, 2} the n × 1 vectors yj and εj contain the observations of the

two endogenous variables and the disturbance terms respectively, the n×K
matrices Xj represent the regressor matrices, which have K − 1 columns

in common, namely X0, and the K × 1 vectors βj denote the regression

coefficients. Using the notation Pj = Xj(X
′
jXj)

−1X ′j and Mj = I −Pj for

j ∈ {0, 1, 2} in standard results for partitioned regression, the least-squares

estimates for the scalar coefficients β11 and β21 can be expressed as

β̂11 = y′2M0y1/y
′
2M0y2 and β̂21 = y′1M0y2/y

′
1M0y1.

For j ∈ {1, 2} the residual vectors of the two regressions are given by ej =

Mjyj , their estimated disturbance variances by s2j = y′jMjyj/(n−K) and

the estimated variance of their first coefficients by V̂ ar(β̂11) = s21/y
′
2M0y2

and V̂ ar(β̂21) = s22/y
′
1M0y1. Now we find for the t-ratio for coefficient β11

the expression

β̂11

se(β̂11)
=
y′2M0y1/y

′
2M0y2

s1/(y′2M0y2)1/2
=

(n−K)1/2y′2M0y1
(y′1M1y1)1/2(y′2M0y2)1/2

and for that of β21

β̂21

se(β̂21)
=

(n−K)1/2y′1M0y2
(y′2M2y2)1/2(y′1M0y1)1/2

.

Note that these two expressions have the same numerator. Next we will

demonstrate that they also have the same denominator by using for the

partitioned regressor matrices a result regarding the projection matrices

Pj for j ∈ {1, 2}, namely P1 = P0 +PM0y2 , which yields M1 = M0−PM0y2 ,

where self-evidently PM0y2
= M0y2(y′2M0y2)−1y′2M0. Likewise M2 = M0−

PM0y1
. Substitution in the squared denominator for the t-ratio for β11 yields

y′1M1y1y
′
2M0y2 = y′1[M0−PM0y2

]y1y
′
2M0y2 = y′1M0y1y

′
2M0y2− (y′1M0y2)2
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and the same is found for the other. Both test statistics are found to be

equal to

β̂j1

se(β̂j1)
=

ρ̂12,0
[(1− ρ̂212,0)/(n−K)]1/2

, where ρ̂12,0 =
y′2M0y1

(y′1M0y1)1/2(y′2M0y2)1/2
.

Both test exactly the same hypothesis, namely whether (under a set of

maintained hypotheses) the marginal correlation between the variables y1
and y2, after both variables have been cleared from their linear dependence

on the variables in X0, is zero or not. No separate conclusions can be drawn

from the two equivalent t-ratio’s.
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